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Abstract. In this work an adaptive learning rate algorithm for Con-
volutional Neural Networks is presented. Harvesting already computed
first order information of the gradient vectors of three consecutive itera-
tions during the training phase, an adaptive learning rate is calculated.
The learning rate is increasing proportionally to the similarity of the
direction of the gradients in an attempt to accelerate the convergence
and locate a good solution. The proposed algorithm is suitable for the
time-consuming training of the Convolutional Neural Networks, allevi-
ating the exhaustive and critical for the performance of trained network
heuristic search for a suitable learning rate. The experimental results
indicate that the proposed algorithm produces networks having good
classification accuracy, regardless the initial learning rate value. More-
over, the training procedure is similar or better to the gradient descent
algorithm with fixed heuristically chosen learning rate.
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1 Introduction

Convolutional Neural Networks (CNNs) are state-of-the-art classification algo-
rithms with many recent successes, mainly in computer vision problems. CNNs
have been suggested for pattern recognition [4], object localization [15], object
classification in large scale database of real world image [10], abnormalities recog-
nition on medical images [8], etc. Despite the increase of CNNs’ usage in the
recent years, the CNN model is rooted back to a model of 1980 [7], which had
adopted layers of learnable filters and a supervised classifier for the output layer.
This model is modified by simplifying the architecture and introducing the back-
propagation algorithm to train it [11]. However, the high number of trainable
weights that this type of networks require was an inhibitor for their wide use for
many years. This problem was tackled with the advent of parallel architecture
and the utilization of Graphic Processing Units (GPUs).

Because of the high volume of training data that the CNNs need for training,
the on-line Stochastic Gradient Descent (SGD) learning algorithm is usually
utilized. A crucial parameter for the SGD algorithm’s convergence is the user
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chosen learning rate. The heuristic search of the proper learning rate value for
each problem or for each specific dataset can be difficult and time consuming,
since, the typical training time for a CNN varies from hours to days even when
high-end GPUs are used. Additionally, it has been observed that a learning
rate decay after a number of model training iterations tends to increase their
performance. Thus, the human effort needed to find suitable parameter values,
leads to the adoption of adaptive learning rate methods.

In this study, we present an adaptive learning rate algorithm for CNN train-
ing, which relies on the SGD algorithm and uses the last three gradients to adapt
the learning rate in every training iteration.

The rest of the paper is structured as follows. In Sect. 2 related work of
adaptive learning rate algorithms and preliminary materials are presented. In
Sect. 3, we introduce the proposed algorithm for the adaptive learning rate and
in Sect. 4 we present the experimental results and analysis. Finally, we conclude
with pointers for future work.

2 Background Methods

In this section, we present related adaptive learning methods and review the
basic tools used in the proposed methodology. In particular, we briefly present
the CNN classification algorithm and the popular Stochastic Gradient Descent
optimization method.

2.1 Convolutional Neural Networks

Convolutional Neural Networks are multistage trainable architectures used for
classification tasks. Each of these stages consist of three types of layers [12]:

1. Convolutional Layers, which are the major components of the CNNs. A convo-
lutional layer consists of a number of kernel matrices that perform convolution
on their input and produce an output matrix (feature image) where a bias
value is added. The learning procedures aim to train the kernel weights and
biases as shared neuron connection weights.

2. Pooling Layer, which are also integral components of the CNNs. The pur-
pose of a pooling layer is to perform dimensionality reduction of the input
feature images. Pooling layers make a subsampling to the output of the con-
volutional layer matrices combing neighboring elements. The most common
pooling function is the max-pooling function, which takes the maximum value
of the local neighborhoods.

3. Fully-Connected Layer, is a classic Feed-Forward Neural Network (FNN) hid-
den layer. It can be interpreted as a special case of the convolutional layer
with kernel size 1×1. This type of layer belongs to the class of trainable layer
weights and it is used in the final stages of CNNs.
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The training of CNN is relies on the BackPropagation (BP) training algo-
rithm [12]. The requirements of the BP algorithm is a vector with input patterns
x and a vector with targets y, respectively. The input xi is associated with the
output oi. Each output is compared to its corresponding desirable target and
their difference gives the training error. Our goal is to find weights that minimize
the cost function

E(w) =
1
n

P∑

p=1

NL∑

j=1

(oLj,p − yj,p)2, (1)

where P the number of patterns, oLj,p the output of j neuron that belongs to L
layer, NL the number of neurons in output layer, yj,p the desirable target of j
neuron of pattern p. To minimize the cost function E(w), a pseudo-stochastic
version of SGD algorithm, also called mini-batch Stochastic Gradient Descent
(mSGD), is usually utilized [3].

2.2 Stochastic Gradient Descent

Stochastic Gradient Descent is an optimization algorithm with many successes
in the Machine Learning field. Given a cost function E(w) it aims to find the
minimizer w∗ = (w∗

1 , w
∗
2 , · · · , w∗

v) ∈ R
v, such that:

w∗ = min
w∈Rv

E(w). (2)

The SGD algorithm iteratively minimizes Eq. 1, updating the vector w after
the presentation of each training example. To speedup the training process,
the pseudo-stochastic variant of SGD uses a small number of training examples
(mini batches) to update the weights. The mini-batches SGD has been proven
very successful in CNN training [10].

To minimize the aforementioned function, the SGD calculates the gradient
vector at every step and updates the network weights using a heuristically defined
learning rate (n0). Because of the CNN multi-layer architecture the gradient
calculation is performed at each layer output with the chain rule. However, the
learning rate parameter is very critical for the convergence of the SGD; usually
large values accelerate convergence to local minima, while smaller values, result
in larger training time, may locate “better” local minima.

2.3 Related Work

The problem of selecting a proper learning rate is crucial for the convergence
of the SGD and in general to train high classification accuracy CNNs. Many
adaptive schemes have proposed in the recent literature to deal with this prob-
lem. The AdaDelta [19] algorithm dynamically adapts the learning rate using
information only from the gradient vector. The method does not require manual
learning rate tuning, while it is robust to noisy gradient information. Another
popular method AdaGrad [6] incorporates the knowledge of the geometry that
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the observed data provide on previous iterations to perform more informative
gradient-based learning.

The most recently proposed adaptation method, which outperforms the pre-
vious ones, is the ADAM [2] algorithm. It is an optimization algorithm that
utilizes the gradient information of the stochastic objective function, based on
adaptive estimates of lower order moments. More specifically, the method cal-
culates adaptive learning rates from estimates of first and second moments of
the gradients. However, the selection of the initial learning rate is critical for the
success of the adaptation.

3 The Proposed Method

The proposed algorithm is inspired by the methods presented in [1], where infor-
mation of the gradient direction of the previous and the current step is used to
modify the global learning rate of the SGD algorithm for FNNs. More specif-
ically, when the gradient vector directions of two consecutive steps tend to be
similar, convergence is accelerated by increasing the learning rate. On the con-
trary, the learning rate is decreased when the directions of the gradient vectors
tend to significantly differ. This can be roughly approximated with the inner
product (〈·, ·〉) of the normalized gradient vectors. Note that the inner product
of orthogonal gradient vectors is zero, while it is equal to one when the vectors
are parallel. The update rule is following:

ni = ni−1 + γ〈∇Ei−1(wi−1),∇Ei(wi)〉, (3)

where γ is a control parameter of the learning rate adaptation.
This work is based on an adaptive learning algorithm designed for FNN train-

ing [13,16]. The suggested Adaptive Learning Rate (AdLR) algorithm relies on
the latest three gradient vector directions, exploiting already computed informa-
tion. The learning rate is adjusted taking into consideration the current and the
previous inner product of the gradient vectors. The update rule is the following:

ni = ni−1 + γ1〈∇Ei−1(wi−1),∇Ei(wi)〉+
+ γ2〈∇Ei−2(wi−2),∇Ei−1(wi−1)〉, (4)

where the γ1 and γ2 are control parameter called meta-learning rates. We suggest
that γ1 > γ2, since the direction of the latest gradient vectors should contribute
more to the adaptation of the learning rate. In addition, to prevent the divergence
of the algorithm when the learning rate takes negative values, we apply the
following reset rule:

ni =
{

n0 · γ3, if ni < 0
ni, if ni ≥ 0 (5)

where the n0 is the initial learning rate value and γ3 is a decrease factor of the
original learning rate. The use of the decrease factor helps the stable convergence
of the algorithm, especially in the case where the reset rule is activated after
many epochs and the initial learning rate n0 is rather large, the algorithm could
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overshoot the reached minimum and/or need many steps to properly readapt
the learning rate.

The requirements of the proposed algorithm in computational resources is
comparable to those of the SGD algorithm, since only the previous gradient
vectors need to be stored and the inner products can be rapidly calculated.
The AdLR1 algorithm is implemented in C++ and CUDA using the CAFFE
framework [9]. The pseudo-code of the proposed algorithm is presented below.

Input: w0, n0, γ1, γ2, γ3, iter ;
i = 0;
while i < iter do

i = i + 1;
Calculate E(wi) and ∇Ei(wi);
Update the weights
wi+1 = wi − ni∇Ei(wi);
Update learning rate
ni = ni−1 + γ1〈∇Ei−1(wi−1),∇Ei(wi)〉+

+ γ2〈∇Ei−2(wi−2),∇Ei−1(wi−1)〉
if ni < 0 then

ni = n0 · γ3
end

end
Output: wi+1

Algorithm 1. The Stochastic Gradient Descent with Adaptive Learning Rate
Algorithm (AdLR)

4 Experimental Results

To evaluate the proposed algorithm the CIFAR-10 object recognition
dataset [17], was used. The dataset consists of 60,000 tiny color images with size
32 × 32 pixels, which contain ten classes with 6,000 images each. The dataset
was split to 50, 000 images for training, while the rest were kept for testing. The
CNN architecture model for this problem is the one proposed in the CAFFE
framework. More specifically, the CNN consists of two convolutional layers of 32
feature maps with 5 × 5 convolutional kernels, each followed by one 3 × 3 max
pooling layer. Consecutively, another convolutional layer of 64 feature maps of
5 × 5 convolutional kernels followed by a 3 × 3 max pooling layer is utilized.
Finally, a fully-connected layer with 10 neurons and a softmax logistic regres-
sion layer is integrated to the previous layers. After each convolutional layer a
ReLu activation function [14] is applied, while after the first two pooling layer a
local region normalization of their output is performed.

The proposed AdLR algorithm is compared to the SGD and the ADAM
algorithms, using different initial learning rate values n0, i.e. 10−2, 10−3, 10−4

1 The code is available on https://github.com/Georgakopoulos-Sp/.

https://github.com/Georgakopoulos-Sp/
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Fig. 1. The accuracy of the AdLR, the SGD and the ADAM algorithms with different
initial learning rate values.

and 10−5. The maximum number of iterations was set to 80, 000, the mini-
batches of all algorithms contained 100 samples and the momentum term was
set to 0.9. The parameters of the ADAM algorithm were set as proposed by its
authors [2]. For the proposed AdLR algorithm the meta-learning parameters γ1
and γ2 had fixed values of 10−2 and 10−3, respectively, while γ3 = 10−2. To
validate the accuracy of the results, 100 independent executions for each initial
learning rate n0 for each algorithm were performed.

In Fig. 1 the mean accuracy is depicted, while Table 1 presents the aver-
age performance of the algorithms for 100 independent executions. The mean
accuracy of the proposed algorithm is consistent and similar or better to the
performance of the SGD and the ADAM algorithms, regardless the initial learn-
ing rate. As expected, the SGD algorithm is found to be very sensitive to the
selection of the initial learning rate. On the other hand, although the ADAM
algorithm adapts the direction of search, the user selected learning rate can be
critical, as well. The proposed AdLR algorithm is suitable for CNN training,
alleviating the exhaustive heuristic search for a suitable learning rate.

To investigate the results of the proposed AdLR algorithm against the other
algorithms, a two-sided Wilcoxon non-parametric significant test [18] at the 5%
significance level is conducted for every initial learning rate.
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Table 1. The mean accuracy and standard deviation (Std) of the proposed Algorithm
(AdLR), the SGD and the ADAM algorithm on CIFAR-10 dataset for different learning
rate values.

AdLR SGD ADAM

Mean (%) Std Mean (%) Std Mean (%) Std

n0 = 10−2 78.4 (+/+) 0.7 62.3 1.9 17.2 8.3

n0 = 10−3 78.4 (=/+) 0.5 78.9 0.6 74.7 1.0

n0 = 10−4 78.3 (+/=) 0.7 75.0 0.3 78.1 0.5

n0 = 10−5 78.0 (+/+) 0.5 59.3 0.4 68.7 0.5
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Fig. 2. The adaptation of learning rate of the proposed AdLR algorithm with different
initial learning rate values.

The null hypothesis is that the samples of each comparison are independent
and derived by identical continuous distributions with equal medians. In Table 1,
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we mark with the “+” sign the cases when the null hypothesis is rejected at the
5% significance level and the proposed algorithm exhibits superior performance,
with the “−” sign when the null hypothesis is rejected at the same level of
significance and the proposed algorithm exhibits inferior performance and with
“=” when the performance difference is not statistically significant. The usage
of the notation (·/·) for the AdLR algorithm indicate the result of Wilcoxon test
against the SGD and the ADAM algorithm, respectively.
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Fig. 3. The training loss of the proposed AdLR, the SGD and the ADAM algorithm
with different initial learning rate values.

The proposed algorithm adjusts the learning rate on each iteration and the
Fig. 2 presents the mean value of learning rate adaptations during the training
for different initial values. Independently to the initial learning rate the learning
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rate adapts to similar values. In addition, in Fig. 3 the mean values of the loss
function during training samples are depicted.

5 Conclusions

The heuristic search for the initial learning rate value for Convolutional Neural
Networks training can be difficult and time consuming, since the training time
is high even when powerful GPUs are used. Usually, a trial-and-error procedure
is performed. Thus, the human effort needed to find suitable parameter values,
leads to the adoption of adaptive learning rate methods.

In this work we present an adaptive learning rate algorithm for CNN training.
Leveraging first order gradient information of three consecutive iterations during
the training phase, the learning rate is adapted. The proposed AdLR algorithm
is evaluated against the popular SGD optimization algorithm and the recently
proposed ADAM adaptive algorithm on the CIFAR-10 dataset. Different initial
learning rate values were used and the performance of the AdLR algorithm was
found to be very promising.

In future work, we intent to establish a theoretical bound of the meta-learning
values of the algorithm convergence and examine the accuracy of the algorithm
with different meta-learning values. Additionally, we indent to evaluate the pro-
posed algorithm on other datasets, such as the well known ImageNet [5] and
perform a comparative analysis including more state-of-the-art adaptive learn-
ing rate algorithms.
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